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ABSTRACT 

Scientific machine learning has gained large interest in the engineering community as a balance 

between classic, physics based approaches and emerging data based techniques [1]. On one 

hand, the robustness and reliability of the physical equations can be enhanced by the potentially 

fast machine learning methods, that further allow incorporation of experimental, real-life data. 

On the other hand, including physics information into the learning process enhances the training 

efficiency by e.g. imposing important physical properties such as conservation and symmetry 

laws. 

Advances in scientific machine learning has also led to the development of hybrid 

computational methods where machine learning is used to aid classical solution methods  such 

as finite elements, finite volumes, numerical time integration, etc. Amongst others, trained 

algorithms can serve as surrogate models that are fast to evaluate [2,3]. Furthermore, new or 

augmented models can be inferred, allowing to include or learn unknown physical behavior [4]. 

The aim of this mini-symposium is to bring together researchers in the field of scientific 

machine learning to enhance the modelling or simulation process in applications both from the 

engineering domain as well as natural sciences. Topics include (but are not limited to): 

• Surrogate modelling with machine learning methods for uncertainty quantification 

• Structure-preserving machine learning techniques 

• System and parameter identification methods for differential equations 
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